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ABSTRACT
Educational VR may help students by being more engaging or im-
proving retention compared to traditional learning methods. How-
ever, a student can get distracted in a VR environment due to stress,
mind-wandering, unwanted noise, external alerts, etc. Student eye
gaze can be useful for detecting these distraction. We explore deep-
learning-based approaches to detect distractions from gaze data.
We designed an educational VR environment and trained three
deep learning models (CNN, LSTM, and CNN-LSTM) to gauge a stu-
dent’s distraction level from gaze data, using both supervised and
unsupervised learning methods. Our results show that supervised
learning provided better test accuracy compared to unsupervised
learning methods.

CCS CONCEPTS
• Computing methodologies→ Deep learning; Virtual reality;
• Applied computing→ Education.
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1 INTRODUCTION
Potential benefits of VR for education include increased engage-
ment and motivation of students, better communication of size and
spatial relationships of modeled objects, and stronger memories
of the experience. In a real classroom, teachers have a sense of
the audience’s engagement and actions from cues such as body
movements, eye gaze, and facial expressions. This awareness is
significantly reduced in a VR environment because a teacher can’t
see students directly. Additionally, students could get distracted in
VR due reasons involving stress, mind-wandering, unwanted noise,
external alerts, etc.

Gaze visualizations have been explored in the past to detect dis-
tracted students [3]. However, this approach is not feasible for a
large class due to increased cognitive load of the teacher. We need
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Figure 1: Educational VR environment to explain how a solar
field generates power. An avatar explains different compo-
nents using audio, animations and text slides.

automated distraction detection for an educational VR interface
such as in [2]. In a previous work [1], we designed an education VR
environment (see Figure 1) and collected eye gaze data of students
from it. The data set was then used to train three supervised learn-
ing models (CNN, LSTM, and CNN-LSTM) to classify distraction
level of a student on a per-session basis. However, it is still unclear
if the supervised data labeling is the best approach for the gaze
data. In this work, we are exploring several supervised and unsu-
pervised learning methods to find the best data labeling approach
for classifying distracted students based on the gaze data.

2 METHOD
Our VR environment was a Virtual Energy Center (see Figure 1)
used for virtual field trips. Our experiment (duration 45-60 min-
utes) with 21 participants (16 male and 5 female, age range : 19 to
35) collected gaze data in two phases (appeared in random order):
phase I with no external distractions and phase 2 with external
distractions such as social media notifications, mobile ringtones,
and external conversations/sounds. For each session containing
distractions, these distractions appeared every 45 seconds. Each
phase was divided into small sessions with a quiz in the end. The
purpose of the quiz questions was to help gauge if the participant
was distracted, under the assumption of some correlation between
correct quiz answers and attention. The performance in the quiz
was then used during data labeling in the supervised training mod-
els (see [1] for more details). Raw gaze data collected (sampling
rate of 120Hz) throughout the sessions included timestamps, eye
diameter, eye openness, eye wideness, gaze position, gaze direction,
and a distance value (calculated as the distance between the Vive
Eye’s reported gaze origin and the highlighted object’s position).
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We split the dataset into training (70%) and test (30%) sets. The
training set was used to train the classifiers and the test set was
used to test a classifier’s accuracy. Using the same training data,
we trained three machine learning models (CNN, LSTM and CNN-
LSTM) for both supervised and unsupervised data labeling methods.
The unsupervised methods used K-means clustering for data la-
beling. The elbow method on our data shows a kink at k=2 and
k=3, which indicates that we should consider two or three clusters.
We chose three cluster to compare our results with our supervised
models with three classes corresponding to low, medium and high
distraction levels.

Figure 2: The relationship between the number of clusters
and Within Cluster Sum of Squares (WCSS)(elbow method)

3 PRELIMINARY STUDY RESULTS
The accuracy for the three models for both unsupervised and su-
pervised learning is shown in Figure 3. The overall accuracy for
all models are very close to each other for both unsupervised and
supervised learning models. However, the accuracy is significantly
lower for the unsupervised models. The precision, recall and F1-
scores are shown in Table 1 for the supervised models and in Table 2
for the unsupervised models. We found that accuracy was better for
the low distraction class with the unsupervised learning. However,
it had significantly lower accuracy for medium and high distraction
classes compared to the supervised learning models.

0

20

40

60

80

100

CNN LSTM CNN-LSTM

A
cc
u
ra
cy

Models

Accuracy of the Models

Unsupervised Supervised

Figure 3: Average accuracy of the models

4 CONCLUSION AND FUTUREWORK
We compared supervised and unsupervised learning models on eye
gaze data to classify student distraction level. Our results show that
supervised learning is significantly more accurate then unsuper-
vised learning for the three models (CNN, LSTM, and CNN-LSTM)
we tested. Thus, we do not recommend these unsupervised learning

Table 1: Precision, recall and F1-score of the models with
supervised learning

Name Class precision % recall % F1-score %
CNN low 0.88 0.85 0.86

mid 0.87 0.88 0.87
high 0.85 0.89 0.87

LSTM low 0.91 0.85 0.88
mid 0.88 0.90 0.89
high 0.85 0.91 0.88

CNN-LSTM low 0.90 0.89 0.90
mid 0.91 0.89 0.90
high 0.88 0.91 0.90

Table 2: Precision, recall and F1-score of the models with
unsupervised learning

Name Class precision % recall % F1-score %
CNN low 0.92 1.00 0.96

mid 0.38 0.51 0.43
high 0.63 0.45 0.52

LSTM low 0.91 1.00 0.95
mid 0.38 0.49 0.43
high 0.59 0.43 0.50

CNN-LSTM low 0.91 1.00 0.95
mid 0.36 0.50 0.42
high 0.64 0.44 0.52

models based on K-means clustering for student distraction level
detection. Furthermore, the clusters we got after K-means may not
necessarily represent distraction level and may correspond to some
other aspect of the student experience.

Distraction level cannot be measured merely from eye gaze, as
there are other factors involved (like physical and mental well
being) that could affect distraction level. In the future, we would
like to consider more metrics and sensor data (EEG, heart rate,
skin conductance, etc.) for detecting distraction. Additionally, it
is important to develop real-time detection methods to work in a
wider range of VR environments.
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